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Sébastien Tixeuil
LIP6, CNRS

Sorbonne Université
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Context

Next-generation networks will be characterized by a huge and increasing number of au-
tonomous nodes with computational, communications and storage capabilities, e.g. In-
ternet of Things (IoT). Furthermore, when sensors and actuators are involved, the IoT be-
comes an instance of the more general class of cyber-physical systems (CPS) [12]. Such sys-
tems extend the cyber attack surface into the physical world, with far reaching damages
into the society (human casualties included) not only security-wise, but also in terms of
safety and privacy. While mission-critical objects such as health devices cannot be halted,
attacks against IoT devices usually seek to leverage what little capabilities they have to
carry out larger-scale attacks, e.g., botnets. More surreptitious attacks include eavesdrop-
ping on the physical environment or the other adjacent devices and leaking the collected
information out.

Resilience is the ability of a network to defend against risks (e.g. cyber- attacks, hard-
ware/software faults, human mistakes, natural disasters, etc.) and to maintain an accept-
able level of service; security in the sense of self-protection is one important enabling prin-
ciple for resilience [14]. In GRIFIN, we aim at improving resilience of future network
systems by reasoning on their network state in order to select appropriate remediations
and actuating the data plane to reliably enforce the selected remediations.

Objectives.
This thesis proposes a cognitive approach to recovering from network incidents or attacks
in a future network context. In particular, the approach aims at (i) modelling the state
of the network, (ii) automating the selection of appropriate countermeasures, (iii) intelli-
gently mapping high-level measures to security configurations, and (iv) reliably verifying
that the measures have been deployed and their impact to the network state.

Departing from a static approach to countermeasure selection, the approach will lift
locks in adaptive security using artificial intelligence: by modelling the network state con-
tinuously, we will be able to observe anomalies and recovery from anomalous situations,
while being able to try several possible responses. The approach should converge to a set
of optimal policies able to address most common incidents/attacks.

At this level of abstraction, reasoning does not assume anything about the data plane,
and there is a need to refine the high level policy into a course of actions, i.e., a(n or-
dered) combination of remediations that can be directly deployed into network devices,
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both physical and virtual. Enabled by software-defined networking, such decoupling be-
tween the control plane and the data plane necessitates reconciliation for reliably imple-
menting the countermeasures on the network state. This will be further verified to ensure
that the refining process is (a) sovereign, i.e., no third party could tamper the policies and
(b) faithful, i.e., the data plane policy implements the high-level intent.

This thesis also proposes to implement this approach for different 5G related use cases,
e.g., IoT-based edge computing, SDN-based network slicing or Cloud-RAN.

State of the Art. According to the MITRE corporation [15], cybersecurity situation aware-
ness involves three key areas: 1) network awareness (configuration management and vul-
nerability auditing), 2) threat awareness (internal malicious behaviour identification and
external threat knowledge incorporation), and 3) mission awareness, which still needs to
develop a comprehensive picture of critical dependencies and understand them to support
forensic analysis, incident response, risk assessment and cyberdefence planning. SDN
offers global visibility of the data plane to the network control contributing to network
awareness [4], and combined with legacy network flow monitoring capabilities, it has the
potential to identify network threats [7], contributing to threat awareness. With regard
to mission awareness, there are a number of avenues for contributions (among others):
methodologies for risk assessment (RA) or management (RM); dependencies graphs (DG);
or intrusion response systems (IRS). A more recent approach balances the costs of deploy-
ing security measures and the mitigated loss due to successful breaches on one hand, and
the operational impacts on the business assets on the other hand [10]. Finally, the problem
of intrusion response given knowledge of the network state can be aptly modelled using
a Markov Decision Process (MDP) [3]. The main drawback of most models, although very
comprehensive in their ability to capture diverse aspects of information systems, is their
static nature. Lately, reinforcement learning has been employed to control and optimize
security responses to events, e.g., a DRL-based framework [9] to defend against DDoS at-
tacks by intelligently learning attack traffic patterns in order to throttle it and prioritize
legitimate traffic. In the same vein, we proposed a DRL agent [1] to control dynamic prefix
load sharing to mitigate path saturation.

Data plane programming languages have evolved into full-fledge programming lan-
guages enabling network operators to design and enforce end-to-end switching, routing,
or traffic engineering policies. This obviously comes with a number of challenges as opera-
tors at the control plane, or at any higher planes, are not expected to be network engineers.
To bridge the high-level policies with the per-packet, per-switch forwarding instructions,
many intermediate languages have been proposed [13] to which high-level languages com-
pile to. They are thus expressive and yet low-level enough to be efficiently assembled on
various device architectures. Nonetheless, such intermediate representations add yet an-
other layer of abstraction and indirection between the network users and the data plane,
which may incur disrupting the network with bugs, unpredictable performance, or se-
curity vulnerabilities [5]. Besides symbolic execution [5], other approaches include rule-
based verification [16] or set theory [8]. The existence of semantics for a number of data
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plane languages, such as P4 [2], encourages researchers to investigate rewriting-based ap-
proaches as well.

Proposal

In this thesis, by exposing the network control layer using the SDN paradigm, we aim
at improving attack/incident mitigation beyond the state of the art, achieving deep pro-
grammability [6], i.e., enabling network owners to specify policies at a high level and
select packet processing functions at a low level. To that end, the solution leverages:
1) intent-based networking to enable users in freely designing high-level network poli-
cies; 2) software-defined networking to decouple the control plane from the data plane
and enables network programmability; 3) ML-based policy optimization to select counter-
measures regardless of any prior knowledge; 4) enhanced data plane programming lan-
guage to facilitate policy pipelining and distribution; 5) formal or auditable verification of
policies deployed at enforcement points and network equipments in compliance with the
intent of the network owners.

Activity 1 – ML-based countermeasure selection. From a set of known security measures
(including redirection, filtering, throttling, blocking), the approach will pair the network
states with courses of actions, that is sets of countermeasures to apply to the network
environment. Several machine learning approaches will be considered, including model-
free and model-based reinforcement learning (RL), as massive IoT data is required for the
model-free approach. Thus, resorting to IoT traffic generators, such as the one we pro-
posed [11] will be of high value. Additionally, to cater to a realistic network environment,
the actions and state spaces may not be discrete, which actually prompt for exploring Deep
RL approaches.

Activity 2 – Intent modeling and pipelining. Once the countermeasures have been se-
lected, the actuating component is left with a policy to implement. Such policy is usually
specified using a high- level language. The proposed pipeline should be able to faithfully
convey the policy across the data plane, while optimising the load on the data plane de-
vices, in terms of computation and storage, but also in terms of location. This means that
the pipelining subcomponent should communicate with the reasoning component to com-
prehend the situation and output an appropriate pipeline. Additionally, some functions
defined in the data plane programs may not be directly amenable by the data plane de-
vice, depending on the expressiveness/richness of the data plane language. In such cases,
a study of how to approximate data plane functions will be carried out to propose suitable
approximations.

Activity 3 – Policy verification. Due to the approximations of the pipelining stage and the
functions at the data plane, the deployed policy may actually differ from the high-level
policy. Several threats may also affect the resulting policy at the data plane, such as hijack-
ing the control channel between the actuating component and the data plane devices, or
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compromising a data plane device. There is a need to ascertain that the running policy is in
line with the high-level policy. Leveraging existing semantics, a verifier will be developed
to check for discrepancies at the data plane.

Expected Impacts and Perspectives. The research work to be carried out in this thesis will
contribute to the ANR PRC GRIFIN project (ANR-20-CE39-0011) which aims at improving
the overall resilience of future networks by augmenting the MAPE-K cybersecurity loop
with AI systems. In GRIFIN, the Ph.D candidate will have the opportunity to constitute
a network of expertise in several communities including 1. cybersecurity where security
mitigation is a hot topic, as evidenced by C&ESAR 2021 conference theme; 2. IoT where
the application of DL and SDN to secure them is gaining traction but yet to demonstrate
applicable results; 3. AI for which novel, or even, incremental results on applying DRL to
network environment is emerging. This kind of work, which can be applied to application
areas such as healthcare or industry, has potential for short- to medium-term technologi-
cal transfer. Avenues for collaboration not only include European projects but as well the
German-French Academy for the Industry of the Future, or the Japanese Industrial Cyber-
security Centre of Excellence (ICS-CoE), with whom we have lasting collaboration.

Supervising Team. Supervision will be shared between the R3S team at SAMOVAR (Télécom
SudParis, IP Paris), the NPA team at LIP6 (Sorbonne Université, CNRS) and LORIA (Uni-
versité de Lorraine, Inria, CNRS). SAMOVAR has a long expertise in attack mitigation
in SDN environments and cyber-physical systems, as well as in countermeasure selection
and optimization. R3S team has collaborated on such topics in European projects (ITEA3
ADAX, FP7 NECOMA (includign Japanese partners), FP7 PANOPTESEC, H2020 SUPER-
CLOUD, H2020 SOCCRATES). LIP6 has recognized expertise on fault and attack tolerance
in networks and distributed systems (FP7 MOTO, ANR SHAMAN and SAFEOS), as well
as mechanical verification and certification of distributed algorithms (ANR SAPPORO).
LORIA is highly involved in next-generation network topics, including IoT, related to cy-
bersecurity in general, and traffic analysis in particular (ANR DOCTOR). Additionally,
in GRIFIN, the Ph.D candidate will have opportunities to collaborate with esteemed aca-
demics in the UK (UCL, MDX) as well as integrate the results with dynamic SMEs (Mon-
timage).
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